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What Is R?

R is a language and environment for statistical computing and
graphics.

R provides a wide variety of statistical (linear and nonlinear
modelling, classical statistical tests, time-series analysis, classification,
clustering, …) and graphical techniques, and is highly extensible.

The S language is often the vehicle of choice for research in
statistical methodology, and R provides an Open Source route to
participation in that activity.



How We Can Install R?



















How R Works?



Assignments

R, like other computer languages, has symbolic variables, that is
names that can be used to present values. To assign the value 2 to the
variable x,

>x<-2

The two characters <- should be read as a single symbol: an arrow
pointing to the variable to which value is assigned. This is know as the
assignment operator.



PACKAGES IN R

The following table lists the standard packages which are
distributed with a base installation of R. Some of them are loaded in
memory when R starts; this can be displayed with the function search:







How We Can Install Package?





META ANALYSIS PACKAGES

install.packages("haven")

install.packages("meta")

install.packages("metafor")

install.packages("rmeta")

install.packages("dmetar")



WHAT IS META-ANALYSIS?

A statistical analysis that combines or integrates the results of
several independent clinical trials considered by the analyst to be
combinable. It widely accepted as a method of summarizing the results
of empirical studies within the behavioral, social and health sciences.

A set of methods to systematically and reproducibly search,
sample and (statistically) synthesize evidence from studies.



STEPS OF META ANALYSIS

 Specify Problem

Search for and Identify Studies

Enter studies into database

Select Studies for Review

Abstract / Code Studies

Select Effect Size Statistic

Transform and Weight Effect Sizes

Assess heterogeneity

Assess Bias

Synthesize and Present Results



SELECT EFFECT SIZE STATISTIC

Comparable, standardized numeric scale for evidence across disparate
studies

Amenable to calculation of standard error

Allows weighting of studyʼs contribution to evidence based on
sample size

Different ESʼs for different kind of outcomes

Different statistical methods for same ES



Kinds of Effect Statistics

Proportion

Central tendencies

Standardized mean difference (d)

Group contrasts of continuous measures

Correlation coefficient (r)

Linear associations

Odds-ratio

Group contrasts of dichotomous measures



TRANSFORM AND WEIGHT THE EFFECT 
STATISTIC

Transform

• magnitude and direction of the effect

• same scale for all studies

Weight

• inverse variance gives more ʻweightʼ to larger studies

• sample size is key ("n = "precision)

• standard error

• means, correlations, proportions, odds

– not well-suited to complex procedures like multiple logistic regression



Why Weight Effect Sizes?

Studies vary in size.

ES based on 100 subjects assumed more “precise” estimate of
population ES than ES based on 10 subjects.

Larger studies should carry more “weight”.

Weighting by the inverse variance optimal approach



Fixed Effects vs. Random Effects

Two statistical approaches to calculating the variance for the weighted
mean effect statistic.

Fixed Effects

Variance of synthesized effect statistic based only on studies included in
the analysis

Random Effects

Variance of synthesized effect statistic based on idea that studies included
in the analysis are a random sample of all possible studies that could
have been included “conservative” vs. “abstruse and uninformative”



Fixed Effects Model

“What is the effect size based solely on the evidence of the studies
included in the meta-analysis?”

Total variance measured only on basis of within-study variance

Studies weighted on basis of their inverse variance (sample size)

Approach recommended by Sir Richard Peto and others



Random Effects Model

“What is the average effect size based on the studies included in the
meta-analysis as a sample of all possible studies?”

Total variance includes between-study as well as within-study variance

As between-study variance becomes larger (heterogeneity) dominates,
swamps within-study variance and all studies weighted equally
collection of separate studies vs. sample from underlying population of
studies!



Fixed Effects vs. Random Effects

When there is little or no heterogeneity, essentially return the same results

Random effects models do not ʻcontrolʼ for heterogeneity, rather they are
assuming a different underlying model.

Some researchers believe that when there is evidence of heterogeneity,
shouldnʻtʼcombine studies at all.

Caution if random effects return meaningfully different results from fixed
effects



ASSESSING HETEROGENEITY

Test the assumption that all effect sizes are measuring a single,
underlying mean.

Cochran’s Q test

I2 index

• 0% to 40%: might not be important;

• 30% to 60%: may represent moderate heterogeneity*;

• 50% to 90%: may represent substantial heterogeneity*;

• 75% to 100%: considerable heterogeneity*.



ASSESSING BIAS

Some biases are peculiar to meta-analysis.

Positive results are more likely to be!
Published (publication bias)
Published quickly (time lag bias)
Published in English (language bias)
Published more than once
Be cited by others (citation bias)

will be present to some extent in all meta analyses. Need to assess how much
of a problem it is.



PRESENTING RESULTS
Abstract

• Background (include statement of the main research question)

• Methodology/Principal Findings

• Conclusions/Significance
 Introduction

Methods

• Searching - describe information sources, restrictions
• Selection - inclusion and exclusion criteria

• Data abstraction

• Validity Assessment
• Study characteristics e.g. type of study designs, participantsʼ characteristics

• Quantitative data synthesis - measures of effect, method of combining results, missing data; 
how statistical heterogeneity was assessed

Results
• Flow of included studies

• Study characteristics

• Quantitative data synthesis- agreement on the selection and validity assessment, simple 
summary results, Funnel plots, Forest plots

Discussion

 Limitations



EXAMPLE:



IMPORTING DATASET FROM STATA







FOREST PLOT



RADIAL PLOT



FUNNEL  PLOT










