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The sample should be representative of the source population.

If passers-by are interviewed in a given street, is the sample
representative of the source population ?

No, it isn’t. Indeed, the probability of being interviewed changes from
one subject (statistical unit) to another as a function of individual habits
and it is unknown.

In order to get a representative sample, we need a sampling frame (lista
di campionamento) from which to draw the sample.

We need to exactly know the chances that every unit has of being
selected (probability sampling).

Sampling fraction = Ratio of sample size to population size.

In the night after 2004 European elections, a politician disputed the
outcome of a sample survey performed by a statistical research
organization.

Indeed the politician’s party had got 31.5% of votes according to
sample-based generalization made by the research organization.
However the proportion was slightly higher (34.7%) after counting
20% of total votes.

The politician marked the difference between statistical projections
and real data. The statistician answered back that the 20% of
counted votes were not representative of the Italian population.

On the following day newspapers reported that the politician’s
party had actually got 31.5% of votes.
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Systematic sampling: the researcher uses natural ordering of the sampling frame,
randomly selects one of the first k units, and then selects every k-th unit. In other words|

an arbitrary starting point is chosen and then units are drawn at a preselected interval.
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CLUSTER SAMPLING:

Some 2° level units are randomly selected. All 1° level units
enclosed within the extracted 2" level units are considered
for the study.
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TWO STAGE SAMPLING: some 2° level units are randomly
selected, from which 1° level units are randomly drawn.
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TWO PHASE SAMPLING: A 1° sample is randomly drawn which
will undergo cheaper investigations (postal questionnaire). From the
15t sample a 2" sample is randomly drawn which will undergo more

expensive investigations (clinical visits, lab tests).
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SAMPLING DISTRIBUTION of MEANS

Sample mean is a random variable, as:
1) it changes from one sample to another one.

2) the sample is drawn at random.




EXPERIMENTAL ASSESSMENT of the
DISTRIBUTION of SAMPLE MEAN - 1
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EXPERIMENTAL ASSESSMENT of the
DISTRIBUTION of SAMPLE MEAN - 2

1) The mean of means (44.27 with n=3 and 40.7 with n=6) is
approximately equal to the mean of the source population (45.5)

2) The variability of sample means is lower than the variability
recorded in the source population: SD,= Standard Error = o/\n

Sample size observed value expected value
n=3 SD, = 19.63 25.98/43=15.00
n=6 SD, = 7.80 25.98/76=10.61

3) As sample size increases, the distribution of sample mean tends to
become normal irrespective of the distribution of the variable
under study.




Fasting glycaemia distribution

. in a diabetic population
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WEIGHT DISTRIBUTION in the SOURCE POPULATION
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DISTRIBUTION of WEIGHT SAMPLE MEANS

Standard Error =SD /v n
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