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LESSON 5 INDEX

1. Correlation Coefficients

2. Simple Linear Regression



CORRELATION

A correlation exists between two variables when the values of one
variable are somehow associated with the values of the other variable.

When you see a pattern in the data you say there is a correlation
in the data. Though this lesson is only dealing with linear patterns,
patterns can be exponential, logarithmic, or periodic.



To see this pattern, you can draw a scatter plot of the data.
Remember to read graphs from left to right, the same as you read words.
If the graph goes up the correlation is positive and if the graph goes
down the correlation is negative.

The words “weak”, “moderate”, and “strong” are used to
describe the strength of the relationship between the two variables.





The linear correlation coefficient is a number that describes the
strength of the linear relationship between the two variables. It is also
called the Pearson correlation coefficient after Karl Pearson who
developed it.

The symbol for the sample linear correlation coefficient is r. The
symbol for the population correlation coefficient is ρ (Greek letter rho)





Interpretation of the correlation coefficient r is always between −1
and 1. r = −1 means there is a perfect negative linear correlation and
r = 1 means there is a perfect positive correlation.

The closer r is to 1 or −1, the stronger the correlation. The closer r
is to 0, the weaker the correlation.

CAREFUL: r = 0 does not mean there is no correlation. It just
means there is no linear correlation. There might be a very strong
curved pattern.



EXERCISE:









Spearman's rank Correlation Coefficient

As with the one- and two-sample problems, you may be
interested in nonparametric variants. These have the advantage of not
depending on the normal distribution and, indeed, being invariant to
monotone transformations of the coordinates. The main disadvantage is
that its interpretation is not quite clear.



A popular and simple choice is Spearman’s rank correlation
coefficient ρ. This is obtained quite simply by replacing the
observations by their rank and computing the correlation. Under the null
hypothesis of independence between the two variables the exact
distribution of ρ can be calculated.



EXERCISE:



REGRESSION:

Regression analysis is a set of statistical methods used for the
estimation of relationships between a dependent variable and one or
more independent variables. It can be utilized to assess the strength of
the relationship between variables and for modeling the future
relationship between them.

There are numerous types of regression models that you can use.
This choice often depends on the kind of data you have for the
dependent variable and the type of model that provides the best fit.



Types Of Regression

Linear Regression

Polynomial Regression

Logistic Regression

Quantile Regression

Ridge Regression

Lasso Regression

Elastic Net Regression

Principal Components Regression (PCR)

Partial Least Squares (PLS) Regression

Support Vector Regression

Ordinal Regression

Poisson Regression

Negative Binomial Regression

Quasi Poisson Regression

Cox Regression

Tobit Regression



SIMPLE LINEAR REGRESSION 
ANALYSIS

We consider the modelling between the dependent and one
independent variable. When there is only one independent variable in
the linear regression model, the model is generally termed as a simple
linear regression model.

When there are more than one independent variables in the
model, then the linear model is termed as the multiple linear
regression model.



Consider a simple linear regression model

𝑌𝑖 is the observed response or dependent variable for observation

𝑥𝑖 is the observed predictor, regressor, explanatory variable,
independent variable, covariate

𝑒𝑖 is the error term



The terms and are the parameters of the model. The
parameter 𝜷𝟎 is termed as an intercept term, and the parameter is
termed as the slope parameter. These parameters are usually called as
regression coefficients.

𝜷𝟏
𝜷𝟏

𝜷𝟎



ASSUMPTIONS

Linear Relationship Exists Between Y And X

Independent Errors

Constant Variance Of Errors

Normally Distributed Errors



ESTIMATION

We wish to use the sample data to estimate the population
parameters: the slope β1 and the intercept β0.

Least Squares Estimation

To choose the ‘best fitting line’ using least squares estimation, we
minimize the sum of the squared vertical distances of each point to the
fitted line.





We let ‘hats’ denote predicted values or estimates of
parameters, so we have:

This vertical distance of a point from the fitted line is called a
residual. The residual for observation i is denoted 𝑒𝑖 an







Residuals Are Useful!

They allow us to calculate the error sum of squares (SSres):

whereas the term describes the proportion of variability 
explained by the regression,



We can also frame this in our now familiar ANOVA framework

partition total variation into two components: SSres (unexplained

variation) and SSre𝒈 (variation explained by linear model)



Hypothesis Test Of Individual Regression 
Coefficients

• Hypothesis tests for β1 can be done by simple t-test:

𝐻0 : β1 = 0
𝐻1 : β1 ≠ 0

𝑇 =
β1 − β1
𝑠𝑒(β1)

Critical value :𝒕 Τ𝜶 𝟐,𝒏−(𝒌−𝟏)

Confidence intervals are equally easy to obtain: 𝜷𝟏±𝒕 Τ𝜶 𝟐,𝒏−(𝒌−𝟏). 𝒔𝒆(𝜷𝟏)



GOODNESS OF FIT OF REGRESSION

It can be noted that a fitted model can be said to be good when
residuals are small. Since SSres is based on residuals, so a measure of
the quality of a fitted model can be based on SSres.

When the intercept term is present in the model, a measure of
goodness of fit of the model is given by



This is known as the coefficient of determination. This measure is
based on the concept that how much variation in y ’s stated by yy s is
explainable by SSreg and how much unexplainable part is contained in

SSres.



EXERCISE:












